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Motivation

HL-LHC demands > expected storage growth

We need a new paradigm to reduce cost



Economy of scale
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The Eulake prototype
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Steps done

Deployment and 
comissioning

Transfer tests

Data replication

Data access tests

eulake I/O (MB/s) 

writing into eulake (MB/s) 
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Quality of service management

2 copies, 1 copy, stiped: 3+2 chunks

Dataset:100 files of 1GB - Single client 
writing (VM)
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Integration with data management

Eulake is registered as a storage element in 
Rucio (ATLAS data management)

4 sample datasets transferred for processing 
tests

#files/source #files/dest
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HammerCloud tests

Run HammerCloud framework tests on 
eulake data. Initial focus on ATLAS.

Allows test real workflows and data 
access patterns. 

Four test scenarios. Read from: 

1. Local access (no eulake)
2. eulake, data@CERN, WN@CERN
3. eulake, data NOT@CERN, 
WN@CERN
4. eulake, 4+2 stripes, WN@CERN

Data is copied from storage to WN
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Test job performance
Low I/O intensity workflow: ~40MB input (1 file), 2 events, ~5 mins/event   

High I/O intensity workflow: ~6GB input (1 file), 1000 events,  ~2 seconds/event  

Local access (no eulake)

eulake, data@CERN 

eulake, data NOT@CERN 

eulake, 4+2 stripes 

Local access (no eulake)

eulake, data@CERN 

eulake, data NOT@CERN 

eulake, 4+2 stripes 

Local access (no eulake)

eulake, data@CERN 

eulake, data NOT@CERN 

eulake, 4+2 stripes 

Local access (no eulake)

eulake, data@CERN 

eulake, data NOT@CERN 

eulake, 4+2 stripes 
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Conclusions

Distributed storage instance based on EOS technology

Small in storage volume, large in the geographical sense

Deployment varieties: Native EOS, EOS on Docker containers, volume 
export (CEPH)

Integrated with the ATLAS distributed computing 
services and HammerCloud

Next step is integration with CMS

Prototype in place and performance metrics taken

Only first results, not enough for conclusions

The prototype allows to test many ideas in 
preparation for HL-LHC
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