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What is COMPASS
• COmmon Muon Proton Apparatus for Structure and 

Spectroscopy (COMPASS) is a high-energy physics 
experiment at a Super Proton Synchrotron (SPS) at CERN  

• The purpose of the experiment is the study of hadron 
structure and hadron spectroscopy with high intensity 
muon and hadron beams 

• First data taking run started in summer 2002 and sessions 
are continue 

• More than 200 physicists from 13 countries and 24 
institutes are the analysis user community of COMPASS
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Production work flow
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• All data stored on Castor 

• Data is being requested to be copied from 
tapes to disks before processing (may take 
~6 hours) 

• Task moves files directly from Castor to 
lxbatch for processing, several programs are 
used for processing 

• After processing results are being transferred 
to EOS for merging or short-term storage or 
directly to Castor for long-term storage 

• Merging, cross checking 

• Results are being copied to Castor for long-
term storage 

• Process is managed automatically by shell 
and python scripts
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Data taken and stored
2001 -  13 TB 
2002 -  196 
2003 -  230 
2004 -  496 
2006 -  390 
2007 -  912 
2008 -  523 
2009 - 1223 
2010 - 1740 
2011 -  518 
2012 -  878 
2015 -  801 
2016 -  571 
2017 - 1391
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Motivation
• Replace computing site from LSF, which will be 

decommissioned by the end of 2018, to Condor 

• Even more: get ability to switch computing sites, get more 
resources, any type, not only LSF 

• Even more: get machinery which is able to send jobs to 
some HPC 

• Remove strict connectivity to AFS, which will be replaced by 
EOS FUSE 

• Ease connection to CASTOR, which will be replaced by EOS
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What is WMS?
• WMS — workload management system 

• Providing a central queue for all users, makes hundreds of distributed sites appear as local 

• Hides middleware while supporting diversity and evolution 

• WMS interacts with middleware, users see only high level workflow 

• Automation engines built in WMS, not exposed to users 

• Hides variations in infrastructure 

• WMS presents uniform ‘job’ slots to user 

• Easy to integrate grid sites, clouds, HPC sites 

• Uses the same system for simulation, data processing and users analysis 

• Similar ideas have been implemented in several independent systems developed by LHC 
experiments: AliEn, Dirac, PanDA
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WMS evolution
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What is PanDA?
• The PanDA Production and Distributed Analysis System has 

been developed by ATLAS to meet requirements of data-driven 
workload management system for production and distributed 
analysis processing capable at LHC data processing scale 

• PanDA manages both user analysis and production jobs via 
same interface 

• PanDA processing rate is 250-300K jobs on ~170 sites every 
day 

• The PanDA ATLAS analysis user community numbers over 1400 

• Supports classic Grid computing resources, clouds, HPCs
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PanDA job workflow
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Steps to enable distributed 
processing
• WMS instance installation, COMPASS logic 

implementation in Pilot code 

• Production chain workflow and data flow 
management software preparation 

• Grid environment setup 

• PanDA monitoring adaptation to COMPASS
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Grid environment
• AFS COMPASS group 

• Production account 

• Local batch queue 

• EOS directory 

• AFS directory to deploy 
production software

• Virtual organisation 

• Production role 

• Computing element 

• EOS storage element 

• CVMFS
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New ProdSys Components
1. Task requests layer: Web UI over Django framework 

2. Job definition layer: automatic, python script 

3. Job execution layer: PanDA 

4. Workflow management: python scripts 

5. Data management: automatic, python scripts 

6. Monitoring: PanDA monitoring, adapted to 
COMPASS
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Infrastructure overview
• PanDA server over MySQL, Monitoring, AutoPilotFactory, 

Production System deployed in Dubna at our cloud service 

• ProdSys service deployed at JINR cloud service 

• Condor CE at CERN 

• PBS CE at JINR 

• EOS SE at CERN 

• PerfSonar service at JINR cloud network segment to 
monitor network connectivity between JINR and CERN
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1. Task requests layer
Web UI:  

- execution parameters 
- paths 
- version of software 
- list of chunks or runs 
- etc

14 May be list of runs as well



2. Job definition layer
Automatically 
generates list of 
jobs for task basing 
on parameters 

Job actions allow to 
manage any set of 
selected chunks
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3. Job execution layer: PanDA
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4: Workflow management
Decision making mechanisms, guide task from the 
definition till archive 

Each step of each task is managed independently
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5: Data management
Automatic stage-in from Castor and stage-out to Castor
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6.1: PanDA monitoring
Covers all activity during production/task/job lifecycle
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6.2: PanDA monitoring
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6.3: AutoPyFactory monitoring
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6.4: CERN Condor monitoring



23

6.4: CERN Condor monitoring
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6.4: CERN Condor monitoring
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6.5: JINR T2 jobs per VO stats



Stats since August
• ~600 000 chunks processed 

• ~100TB of merged data produced and migrated to 
Castor 

• ~2 500 000 jobs processed since August: reco, ddd 
filtering, merging of mDST, hist and event dumps 

• ~3 000 000 processing hours 

• ~ 3 500 000 wall-time, time spent on computing nodes, 
including stage-in and stage-out
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Summary
• COMPASS Grid Production System provides automated processing from definition 

till archiving 

• Key features: 

• Production management is done via Web UI, which allows to define a task, 
send, follow and manage it at any step 

• Via PanDA layer jobs may be sent to any type of computing resource: Condor, 
LSF, PBS, etc. 

• Rich monitoring 

• Positive side effects: 

• COMPASS software moves to CVMFS 

• We almost got rid of AFS
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Next steps
• Production on BlueWaters HPC 

• SW on BW is ready 

• Data is there already 

• There are setups on facilities like BW in ATLAS 

• Extend data management component 

• We may achieve storage and transfer protocol independence 

• Data transfers to and from any endpoint 

• Add more (and existing) computing sites to the system, may be dedicated to particular type 
of processing 

• MC workflow 

• Users analysis
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